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Strong underdefined preferences

Consider a Croatian, communist, Yugoslav nationalist in the 1980s...



Morality: past, present, and future

Honour is vital |

Happiness is important



Physical model splintering

ldeal gas laws
Van der Waal laws

. %
Bouncing atom models ;\'-JE,\&\
x

Quantum models



Model splintering: Rubes/Bleggs

B
legg Rube

Color:
+DMue / -red

Luminance: J

Shape:
Red, dark, furred

egg with vanadium
Texture: Interior:

+furred / +vanadium /
-smooth $alladium




Moral model splintering

Many common conclusions

o
Do Not Cros2 2

6. Thou shall not murder. | =
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Incompatible/incomparable
concepts and premisses




The general problem




Universality

Turing machines
Neural nets

Set theory
Second-order logic
Bayesian updating
Category theory

“Generalised” models




Meta-model desiderata

1. Universality ‘
2. Easy universality

3. Transitions
4. Understandable transitions




Application to most of Al safety

Hidden complexity of wishes

Ontological crises

Conservative behaviour

Goodhart problems

Wireheading

Out-of-distribution behaviour

Low impact

Underdefined preferences

Active inverse reward design

The whole friendly Al problem




Application to most of Al safety

Hidden complexity of wishes Save* my mother* [*: underdefined]
Ontological crises When models of physics splinter
Conservative behaviour When be conservative? When models splinter
Goodhart problems “Measure used = desired behaviour” splinters
Wireheading “Reward channel = desired behaviour” splinters
Out-of-distribution behaviour The current ML version of this problem
Low impact Low impact = features similar to before
Underdefined preferences Example in this presentation
Active inverse reward design Clear reward over underdefined features
The whole friendly Al problem “Friendly” well defined in typical situations




Generalised models

M={F,¢&, 0}
F a set of features F = {(n, F)}: nname, F possible values
ECW =247

& a set of environments

Q a probability distribution
(partial, un-normalised?)

Salt morsh
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Generalised models
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r~1, the inverse relation, between &, and &,



Generalised models
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PV =nRT

r, a relation between &, and &,

Condition on the Os:
Forall £, C &yandall E; C &;:

QO(EO) < Q1<r(EO)> or both probabilities are undefined

0,(E)) <0y(r'(E,)) OF both probabilities are undefined



Simple examples

Restriction/Bayesian update: Inclusion:
r bijective partial function r injective function
(r‘1 injective function) (r_1 bijective partial function)



Simple examples

| Sl N
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PV =nRT PV =nRT
Coarse-graining: Refinement:
r surjective function r injective, left-total
(many-to-one) (one-to-many)

1.

(r~ " injective, left-total) (r_1

surjective function)



Improvement

What if the features
and environment don’t change?

Go from M, = {90, Eos Qo}
to ﬂl — {37;0, Cgo, Ql}

Q, is “better” (more accurate, simpler,...) than Q,

e
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Most model changes: refinements followed by improvements



Cartesian Frames correspondence

~ = {A, D, % } is a Cartesian Frame over W-
| * isamapfromAX Dto W

axd=uw

A morphism from C, = {AO, Dy, % } to
C, = {A}, Dy, * |
is a pair of functions: (g, : Ay = A, hy : D = Dy),

such that for all ay, d,

Chu(W)
ola) %.d = a.snh(d:)



Cartesian Frames correspondence

o Mo . |Define GM(W) as a subcategory of the
| | generalised models, with:

1. Features: # = {A, D, W}

2. Environment: 8 = AX DX W
(using S C 2°, 24UDUW — 24 2D O

3. Forallaandd, O(a,d, w) = 0, apart from
one single w, specific to a and d.

4. Morphisms: r is a relation between
Ag X Dy X Wand A, X D; X W, derived

from the functions/relations (go, hy, IdW)



Cartesian Frames correspondence

Then define ® : GM (W) — Chu(W) sending:

1. (F,AXDXW,Q)to(A,D, %),
witha x d = wiff O(a,d, w) # 0

2. (g()a h]a Idw) to (g()a hl)

Then @ is a surjective functor of categories.
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How good a meta-model?

Features not well-integrated into category-
theory formalism.

Improvements (to Q) not integrated.x

Change of environment & well integrated.\/
Universal for some definitions.
Easy universality. ‘/

Model transitions not so easy to understand
(see points 1 and 2).



Relevant links

Generalised models as a category:

https://www.lesswrong.com/posts/
nQxqSsHfexivsd6vB/generalised-models-as-a-category

Cartesian frames as generalised models:

https://www.lesswrong.com/posts/
wiQeYuQPwSypXXFar/cartesian-frames-as-
generalised-models

Model splintering:

https://www.lesswrong.com/posts/
k54rgSe7GcitXnMHX/model-splintering-moving-from-
one-imperfect-model-to-another-1
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